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Abstrac t  

The aim of this work is to describe some comparative analyses of implanted phosphorus 
in titanium by using different techniques: secondary ion mass spectroscopy, glow discharge 
optical spectroscopy and electron spectroscopy for chemical analysis-X-ray photoelectron 
spectroscopy. The amount of phosphorus was measured vs. depth. Mathematical simulation 
of the implantation process permitted the adoption of absolute units for concentration 
calibration. The use of these samples as standards for nuclear analysis is discussed. The 
main purpose of this use is to study phosphorus incorporation in titanium oxides prepared 
in phosphoric baths. 

1. I n t r o d u c t i o n  

Phosphorus  analysis on the surface o f  meta ls  needs  well-known s tandards  
af ter  physical  and chemical  preparat ions.  To de termine  the overall  amoun t  
of  phosphorus ,  cal ibrat ions and concent ra t ion  profile vs .  depth  are required.  
The choice  of  s tandard  is abou t  the mos t  impor tan t  p rob lem in using analytical 
t echniques  with cha rged  part icle beams.  In addit ion to the basic proper t ies  
of  the s tandard  (homogenei ty ,  durability and accuracy) ,  fundamenta l  para-  
me te r s  are very  of ten  related to two associa ted  componen t s :  a passive matr ix  
and the studied element.  Also, it appears  tha t  the  choice  o f  s tudied e lement  
cont r ibutes  to the analytical  process ,  whe ther  it is a thin film on the sample  
surface  or  a bulk distribution, depending  on the p repara t ion  t reatment .  Thus 
it is necessa ry  to k n o w  both  the total  a m o u n t  and the  dep th  concent ra t ion  
profile s tar t ing f rom the surface.  This profile is very  impor tan t  because  the 
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charged particle ranges are a function of the matrix properties. Otherwise, 
the analytical process itself is independent of these. Here ionic implantation 
seems to be the appropriate technique for sample preparation. It produces 
near the surface (less than a few hundred nanometres) compounds such as 
alloys whose elaboration would have been difficult by classical metallurgical 
processes (melting, diffusion, etc.). This technique also has some additional 
interesting points: control of the particle range, which is a function of the 
accelerating voltage; specification of the total amount supplied to the sample, 
which is related to the electrical charge given by the beam; determination 
of the beam composition (charged particle selection technique); the possibility 
to implant any ion into any matrix. However, a number of secondary effects 
place some limitation on this technique: superficial matrix sputtering, crys- 
talline lattice deformation, radiation damage and finally the implantation 
induced by diffusion [ 1 ]. 

We have analytically studied alp+ ion implantation in titanium samples 
by means of nuclear reaction analysis (NRA), secondary ion mass spectroscopy 
(SIMS), glow discharge optical spectroscopy (GDOS) and electron spec- 
troscopy for chemical analysis-X-ray photoelectron spectroscopy 
(ESCA-XPS). First the experimental profiles were quantitatively compared 
with the theoretical ones obtained by calculation. Then they were calibrated 
by taking into account the total weight of implanted phosphorus. Finally the 
different experimental results were compared to estimate the data accuracy 
for definition of standards. 

2. Sample preparation 

Specimens of rolled kroll titanium UT35 cut from sheet of 3 mm thickness 
were supplied by Cezus. The impurity concentrations are given in Table 1. 
The mean grain size was about 30 ~m. The samples were polished with SiC 
paper up to grade 800, then electrolytically polished in a solution of 100 
ml lactic acid, 40 ml sulphuric acid and 70 ml hydrofluoric acid (constant 
voltage 10 V, time 6 min, temperature 0 °C) [2l. 

Implantations were performed with alp+ ions at 130 keV, simultaneously 
for all the samples. The beam current density was 1.5 p~h cm -2, with a 
lateral scan and a total implanted amount of 5 ×  1016 atoms cm -2. These 

TABLE 1 

Impurity concentrations (wt.%) in titanium samples 

C 0.0110 Cu 0.0020 
H 0.0025 Fe 0.0353 
N 0.0068 Mn < 0.0050 
O 0.0430 Mo <0.0100 
A1 0.0010 Si <0.0300 
V 0.0074 Sn < 0.0100 
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values reduced the radiation damage and sputtering phenomena  to a minimum, 
while the phosphorus concentrat ion was higher than the detection limit of 
the analytical techniques used. 

3. C o n c e n t r a t i o n  profi le  d e t e r m i n a t i o n  

The experimental profiles were obtained by means of SIMS and GDOS, 
with some complementation by ESCA-XPS. 

3.1. SIMS analysis 
The phosphorus profile was obtained with an 02 + primary ion beam 

(10 keV, 60 nA), a lateral scan reducing the effects of cratering. The emitted 
PO2- ions were analysed taking into account  the background noise (possible 
interference with 47TIO- ions, whose mass value 63 is the same) (Fig. 1). 

Up to a depth of 40 nm the profile shows a deformation, perhaps related 
to the oxide layer always present  on metallic surfaces [3]. Probably the 
sputtering rate is different for this oxide and the metal itself, but since the 
difference is unknown, we neglect it. If we assume in a first approach that 
the profile is fitted by a gaussian function, the parameters  of this are Rp 
(mean value of the variable, giving the peak abscissa of the curve) and the 
standard deviation ARp. Then the mid-height width is lli2 = 2.36ARp. Physically, 
,~p is the mean range value of the implanted ions perpendicular to the surface 
of the sample; ARp is the straggling or energy scattering with depth. 

The implanted ion concentrat ion n(x) at a depth x after a time t is 
given by 

n(x)- ~ ( x-Rp)e~ 
2~-ARp exp 2(ARp)e] 

where 4) (atoms cm -e s - l )  is the implanted flux. 
In an experimental way the Fig. 1 profile allows us to determine the 

following values: Rp= 95 nm, ll/e = 100 nm and ARp = 43 nm. 
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The calibration vs. depth was performed by mechanical processes on 
titanium samples with the same ionic sputtering but without any implantation. 
In fact, the indetermination in these depth values is rather high, about 20 -25  
nm. 

3.2. GDOS analys i s  
We have measured the phosphorus profile for  a 700 V discharge voltage 

of  duration 15 s. The sputtering rate was about 23 nm s - ' ,  the depth 
calibration resulting from the SIMS analyses [4]. This profile compares 
reasonably with the SIMS one up to about  130 nm. At higher depth values 
it broadens out (Fig. 2). This broadening is a function of the discharge 
voltage, which we could see by an analysis performed at 800 V. To all 
appearances it is related to the analytical process  and not to the phosphorus 
amount  itself. 

3.3. E S C A - X P S  analys i s  
The previous analyses were complemented by an ESCA-XPS analysis 

performed on a single sample. The apparatus used was a VG spectrometer  
with a magnesium anticathode under a vacuum of  10 -s  Torr. The ionic 
sputtering was performed by means of an Ar + beam at a mean rate of about  
0.2 nm mA- '. Under these conditions the depth values estimated were rather 
poor  (+25%) .  The peak of the curve appears  at a depth value of about 120 
nm and, because of  the indetermination, was fitted to the same value as the 
previous ones obtained by SIMS and GDOS (Fig. 3). This fitting is perhaps 
an extreme simplification. During the ionic sputtering, a shift of the peak 
may be induced by secondary effects such as radiation-induced segregation 
and differential sputtering rate. The sputtering rate is thus an essential 
parameter  for the understanding of these phenomena  [5, 6]. Because of the 
much lower concentrations for low and high depth values, the analysis did 
not  supply the complete profile. There is always a dissymmetry, with a 
broadening after the peak of the curve. This effect could be due to the fact 
that the incident angle used for the argon sputtering induced re-implanted 
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Fig. 3. ESCA-XPS profile and calculated curve. 

TABLE 2 

Phosphorus  binding energies for selected compounds  (from Handbook of X-Ray Photoelectron 
Spectroscopy, Perk in-Elmer  Corporat ion) 

Compound 2p binding energy 
(eV) 

CrP 128.4 
MnP 128.9 
GaP 128.9 
BP 129.1 
P 129.6 
KH2P04 133.5 
POBr 3 134.0 
(NaPOa)3 133.6 
NaPOa 134.1 
P205 135.0 

phosphorus. For this reason the higher concentration value could be shifted 
to increasing depth. 

The energy of the phosphorus peak was 129.0___0.2 eV. This value is 
in agreement with those of the P2 peaks observed for anodic oxides containing 
additional phosphorus [7l. It corresponds also to the pO phosphorus value, 
but some phosphides such as MnP and GaP have the same one. Insufficient 
data are available on phosphides and atomic phosphorus in titanium in order 
to discriminate between these peaks on an energy scale (Table 2). Nevertheless, 
this value would be in good agreement with atomic phosphorus on interstitial 
sites. 

4. Theoret ica l  s imulat ion  o f  the  implantat ion  proces s  

Because the fitting by a gaussian function is not very good, the phosphorous 
implantation process for a polycrystalline material was simulated by a math- 
ematical theory according to ref. 8. Starting from a gaussian distribution v s .  
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Fig. 4. Calculated profiles vs. diffusion coefficient value. 

depth, which is a function of  the implantation energy, the theory takes into 
account  the secondary effects of diffusion, coUisional mixing, sputtering and 
crystal lattice deformation. The last two effects are equivalent to a new 
reference system, but we can neglect them under our experimental  conditions 
since the total phosphorus amount  is small [9]. 

However, we cannot neglect the diffusion effect, as shown by the calculated 
profiles for different values of  the diffusion coefficient D in Fig. 4. First we 
have fitted these calculated profiles with the experimental  ones measured 
by means of SIMS and GDOS. The single parameter  is then D, without 
quantitative units for the concentrat ion scale. Nevertheless, the best  fit is 
given for D = I × 1 0  -15 cm 2 s -~, with a sputtering ratio value equal to 2. 
According to Dearnaley et  al. ,  the diffusion coefficient value is in this range 
for an implanted flux between 1 × 1013 and 10×  1013 ions s -~ cm -2, which 
is very close to our experimental  conditions [ 1 ]. In contrast,  for  all D values 
it is impossible to fit a calculated profile to the ESCA-XPS one, because 
this latter is dissymmetrical. 

5. Application to calibration analysis 

The first stage being the fitting to the profile shape, we have in a second 
step calculated absolute concentrat ion values for the SIMS and GDOS profiles. 
The fundamental parameter  was the total amount  of implanted phosphorus,  
i .e.  the calculated profile integral. 

5.1. S I M S  a n d  GDOS a n a l y s e s  
The secondary ionic emission may be calibrated if the relationship between 

the s ignal-depth curve and the phosphorus profile is known. The easiest 
case would then be a constant s ignal-concentrat ion ratio, which describes 
our example. The other condition is a constant  value for the sputtering rate 
(homogeneous material with low impurity concentration).  Then the sig- 
na l -depth  curve may be fitted to the calculated profile, which gives it ab so lu t e  
value. The maximum value is for  a phosphorus m o u n t  equal to 7.3 at.% 
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(Fig. 1). We have performed the same process on the GDOS profiles (Fig. 
2). 

5.2. NRA 
NRA gives absolute results with good accuracy for both the concentration 

profile and its integral. Although it remains a comparative technique, it gives 
us a more accurate comparison between the samples and some standards. 
However, when the purpose is the calibration of these standards, NRA cannot 
supply absolute measurements in this case (Fig. 5). We used the 3,p(p, a)28Si 
reaction with incident protons of 1880 keV and detection at an angle of 
150 °. Under these conditions the differential cross-section has a resonance 
peak (peak level 21 mb/st,  mid-height width 23 keV) [10]. The emitted a 
particles have a low energy, so that it is not  possible to use a filter for 
stopping the backscattered protons. Thus the incident beam intensity must 
be small (a few tens of  nanoamperes per square centimetre), a condition 
which does not completely eliminate noise. These experimental conditions 
are not convenient [111. 

However, profiles measurements are still possible using a simulation 
calculation and the fitting of the calculated spectra to the experimental ones 
[ 12 ]. Here we have only performed homogeneity  and reproducibility controls. 

With a sample size of 27 × 14 mm 2, 3 mm between two measuring points 
and 1 mm diameter for each point, the scattering of results is _ 1.25%, 
including the nuclear statistical contribution. Thus the homogeneity  is very 
good. 

However, the phosphorus amount decreases by about 11% during analysis 
for a 1000 IxC incident beam. This value is reached in a cumulative measuring 
time of about 4 - 5  h. Since the beam current is very small and reasonable 
accuracy requires about 30 rain for each analysis, we cannot neglect this 
decrease in phosphorus amount. However, it is lower than that for chemical 
samples, which reaches about 85% for a 15 txC beam charge [13]. These 
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NRA s tandards  have been used for  s tudying phospho rus  incorpora t ion  in 
anodic  oxide thin films grown in phosphor i c  baths  [7]. 

6. Conclusions 

Implanted  profiles may be observed  by SIMS with good  accuracy.  Taking 
into accoun t  the total  amoun t  of  implanted ions, it is easy  to have well- 
known reference  samples  with absolute  concent ra t ion  values vs .  depth.  

In contrast ,  the GDOS results are dependent  on the exper imental  con-  
dit ions and the ESCA-XPS sensitivity is no t  sufficient for  profiling under  our  
exper imenta l  condit ions.  

A bet ter  fit of  the exper imenta l  profiles is possible using a s imulat ion 
calculat ion for  the implantat ion process ,  taking into accoun t  s econda ry  effects, 
which  increase with increasing amoun t  of  implantation. Then the samples  
are ve ry  suitable for  cal ibrat ing NRA processes  using simulat ion t r ea tment  
for  exper imental  data  up to a few micromet res  depth;  this is be t ter  than  
e tching but  it is necessa ry  to have concent ra t ion  and shape s tandards .  
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